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Abstract—To date, synchronized phasor measurements have been used mainly for power system model validation, postevent analysis, real-time display, and other similar activities. However, synchrophasors have a greater potential than monitoring and visualization. Synchrophasors will increasingly contribute to the reliable and economical operation of power systems as real-time control and protection schemes become broadly used. Synchrophasor measurements are now available in relays and meters; however, a practical means of processing the data in real time had been lacking.

This paper describes a synchronous vector processor and several practical applications, including automated diagnostics, remedial action schemes, direct state measurement, and stability assessment.

I. INTRODUCTION

Synchronous phasor measurements come from dedicated phasor measurement units (PMUs), and more recently from protective relays and meters. Originally, the measurements were mainly available in streaming messages, per the IEEE Standard C37.118 [1]. Meters and relays today also make the measurements available in other protocols and methods, so the data can be easily used by SCADA and real-time control systems. Some information processors can package the information into protocols, like DNP3, and some relays can package the information into IEC 61850 objects.

The streaming data per C37.118 have been collected in Phasor Data Concentrators (PDC) [2], [3], but these concentrators cannot truly process the data using algorithms, nor can they effect control. Nevertheless, concentrated data have been put to work to:

- Monitor power flows
- Analyze wide-area power system events
- Improve state estimation models
- Archive system performance

Most systems described in the literature involve off-line processing or relatively slow processing. Reference [4] suggests a substation SuperCalibrator where “the data from each IED is collected in a COMTRADE format and processed into providing data sets in time instances, t1, t2, etc. In the future this process will be fully automated.” It describes how such a device might be used for improving data supplied to state estimators, but never discusses the details of such a device.

There is a compelling need for a processing device that receives synchronous phasor measurements from one or more relays, meters, or PMUs; time-aligns these data to near exactness; performs vector mathematics; executes programmable logic; and sends commands to relays or other fast-acting devices within time periods short enough to be perceived as real time. Given that the data can be received every cycle, the processing device should be able to update every cycle, when needed.

This paper describes a user-programmable, real-time synchrophasor processor and a few of its applications. To emphasize its ability to perform vector mathematics in real time, we have chosen to call the device a Synchrophasor Vector Processor.

II. THE SYNCHROPHASOR VECTOR PROCESSOR

The purpose of the Synchrophasor Vector Processor (SVP) is to collect synchronous phasor measurements (SPMs), collect logical inputs, perform vector and scalar calculations, make decisions, produce outputs, and report data. A simple task for an SVP might be collecting SPMs from two ends of a transmission line, comparing the voltage angles, and issuing a warning to an operator if a threshold has been exceeded. A more complicated example might be distributed SVPs performing localized substate measurement and forwarding results to a higher level, to build the entire state vector, in real time, and without the nonlinear and time-consuming steps of state estimation.

Fig. 1 shows the components of a real-time synchrophasor control system. It consists of:

- Microsecond-Accurate Clock, Like a GPS Clock. Because time is the reference point for a synchrophasor system it is important to use a high-quality clock. Microsecond-accurate clocks are fairly commonplace, inexpensive, and in many substations. As we begin to rely on microsecond timing, we must design reliable timing means and be prepared for the instances when the time sources may fail. For instance, on December 6, 2006, a very strong solar flare disrupted GPS services in daylight regions of the world for up to ten minutes [5]. Fortunately, today’s clocks signal the accuracy of their timing, and
we can use this information to modify or even disable logic when accurate timing is unavailable. When synchronous phasor measurement processing is limited to a single substation, the absolute reference in time is not important; however, the relative timing of all devices at that station remains important, but independent of satellites. One electrical degree at 60 Hz is 46.29 microseconds, so timing errors up to approximately 10 microseconds can be tolerated. Reference [6] is a practical treatment of time sources and system errors, explaining how to design quality timing systems.

- **Phasor Measurement and Control Units (PMCs)** [7]. These may be dedicated devices, as well as relays or meters and other equipment that provide the synchronous measurements. Sending synchronous measurements is the key requirement for the phasor measurement device. The most common synchrophasor format is IEEE C37.118. Other formats exist that may be suitable for certain applications and provide opportunities for new communications methods. The PMCU must time-align its measured quantities to the common time reference. In order for a synchrophasor control system to perform control, the PMCU must be capable of receiving control commands, or separate control devices must be added. IEEE C37.118 does not specifically accommodate control commands. Therefore, the PMCU must be capable of control via some other protocol like DNP3, IEC 61850, SEL MIRRORED BITS® communications, or SEL Fast Message.

- **Communications Channels.** Specific applications dictate the communications requirements. These range from one message a minute to one per cycle. For some applications, serial communications at 9600 bps will work. For high-speed applications where large amounts of synchrophasor data are transmitted, an Ethernet or similar communications channel may be required.

- **The Synchrophasor Vector Processor.** The SVP collects, time-aligns, performs control operations/algorithms on the data, and then issues command/signals and shares data. In order to ensure that the fastest received SPM can be processed before the next one is received, the SVP must be capable of completing its control loop processing at least every cycle.

The SVP is a computer rated for utility applications, with specialized I/O and processing capabilities. The SVP is designed to preserve microsecond timing throughout and to perform vector and matrix mathematics at high speed and efficiency. The rear panel of an SVP is shown in Fig. 2.

![Fig. 2. Synchrophasor Vector Processor Connections](image)

This implementation consists of: a 1.1 GHz processor, 512 kB of RAM, and 1 GB Flash memory. An optional hard drive is available for local synchrophasor data archiving. Because hard drives are typically not substation-hardened, as an alternative, the SVP can forward the synchrophasor data to a remote archive location. The operating system and application firmware have been minimized for efficiency, security, and reliability. Email, web browser, and other nonessential programs have been removed from the SVP operating system package because they are not required to perform vector-processing functions. We implemented a soft-core programmable logic controller based on IEC 61131-3 [8] that includes powerful and efficient functions for vector and complex math. IEC 61131-3 defines six different programming methods. Generally, we use two of the six: functional block diagrams and Structured Text. Fig. 3 shows a functional block diagram example that graphically describes digital and analog expressions.

![Fig. 3. IEC 61131-3 Functional Block Diagram](image)

Fig. 4 is an example of Structured Text programming language. Structured Text allows advanced users to program the SVP in a language similar to C and Pascal, using statements like IF, WHILE, CASE, and FOR. Structured Text is ideal for conditional programming, loops, and other similar complex program flow routines.
Fig. 4. IEC 61131-3 Structured Text Example

```plaintext
IP/OPC Client
  \( \text{OPC Server} \)
```

**Time Reference Input.** For precision, the SVP accepts accurate time with a resolution and accuracy of one microsecond or better. IRIG-B time code from a suitable clock fulfills this requirement. Other time schemes sometimes used in real-time systems include Network Time Protocol (NTP), Simple Network Time Protocol (SNTP), DNP3 timestamps, etc., but microsecond accuracy is not achieved. IEEE Standard 1588–2002 [9] promises submicrosecond synchronization of real-time clocks, but this technology is not broadly available today. The SVP provides a time quality indication so the user knows what time source is being used in calculations and if it meets synchronized phasor accuracies. A time source is used to timestamp all data inputs, to provide an accurate clock source to the logic engine, and to timestamp output data (if required).

- **IEEE C37.118 Input.** IEEE C37.118 is a standard for synchronized phasor measurement systems in power systems. IEEE C37.118 is not media dependent. It can be used on EIA-232 and Ethernet communications connections. It addresses the definitions of synchronized phasor, time synchronization, application of timetags, method to verify measurement compliance with the standard, and message formats for communication with PMCs. These data are the most accurate today.

- **Serial Protocol Input.** These messages are received via serial links typically 115 kbps or slower using EIA-232 or EIA-485 communications links. These protocols include DNP3, Modbus® RTU, CANbus, SEL Fast Message, etc.

- **Ethernet Protocol Input.** These messages are from devices with IEC 61850, DNP3 LAN/WAN, Modbus/TCP, Telnet, etc. Ethernet provides faster speed (10/100 Mbps) and multiple logical connections for each physical connection.

- **Input Controls.** These inputs can be from proprietary data formats like SEL Fast Message, SEL Remote Bits, SEL MIRRORED BITS communications, etc.

- **OPC Server Input.** The SVP OPC can request data from an external OPC Server. The data can then be used internally with other data inputs e.g., C37.118.

- **Configuration Port.** A user configuration port allows users to set, modify, monitor, and otherwise configure the SVP.

- **IP/Ethernet Output.** This output stream is generated by the logic and control functions of the SVP. The output protocols include IEC 61850, DNP3 LAN/WAN, Modbus/TCP, etc.

- **Serial Output.** This output stream is generated by the logic or control functions of the SVP. The protocols include SEL Fast Message, DNP3, Modbus RTU, CANbus, SEL MIRRORED BITS communications, etc.

- **OPC Client Output.** An internal OPC Server provides data to external OPC Client requests.

- **IEEE C37.118 Output.** This port can output a data stream assembled by the SVP from multiple received C37.118 packets. It is similar to the output of synchrophasor data concentrators.
Fig. 6 shows the SVP internal functional block diagram. The major SVP functional blocks are as follows:

- **Protocol Conversion and Timestamp.** This block translates IEEE C37.118, serial data, IP/Ethernet protocols, and input commands into a common data format/structure. For protocols that do not support time information, a timestamp for the data is added. Examples of protocols that do not have time information are Modbus, and SEL Fast Message. IEEE protocols such as C37.118, IEC 61850, and SEL Synchrophasor Fast Message already have a timestamp.

- **Data Time Alignment.** Data may be measured at the same time but delayed during communication. The Data Time Alignment block correlates data blocks based on time to compensate for unequal communications delays.

- **Logic Engine.** The Logic Engine is a soft-core programmable logic controller (PLC) with vector and complex math capabilities. Data inputs to the Logic Engine are from the Data Time Alignment block. The Logic Engine can also access the Database Manager to retrieve stored data, as required for logic processing.

- **Protocol Generator.** Outputs from the Logic Engine are sent to the Protocol Generator. It converts the results into appropriate protocols such as IEEE C37.118, DNP3 LAN/WAN, Modbus RTU, SEL MIRRORED BITS communications, SEL Fast Message, etc.

- **Database Manager.** The Database Manager interfaces to the Data Time Alignment block and the output of the Logic Engine. The Database Manager formats data for storage, performs the OPC Client query, and provides OPC Server responses. It also provides data to the Logic Engine for use in control algorithms.

- **OPC Client.** The OPC Client performs OPC requests for data as defined by user setting or the Logic Engine.

- **OPC Server.** The OPC Server serves data to external OPC clients. The data may be raw data from the Data Time Alignment block, Logic Engine, or Data Archive block.

- **Configuration Manager and Control (CMC).** The CMC provides a user interface to configure the various communications inputs, Logic Engine algorithms, communications output format configurations, database management, and other various configuration duties.

### III. PROCESSING ABILITIES

The purpose of the SVP is to perform complex vector math fast enough to control power system activity. As mentioned earlier, the processing interval can be as short as one cycle. How much processing can the SVP do in one cycle?

Consider this “heavy-duty” processing scenario:

- SVP processing interval: 4 milliseconds.
- Number of connected PMCUs: 16, where each is sending 12 phasor measurements, 8 analog quantities, and 32 digital points.
- Data input: Once a cycle, 16.667 milliseconds
- Control command output interval: 4 milliseconds.

Design, analysis, and testing have shown that approximately 50 percent of the CPU resources are used by the
operating system and synchrophasor data formatting. This leaves approximately 50 percent of the CPU resources to implement user-defined control logic. Putting the 50 percent CPU control logic application into perspective, the RAS scheme described in Section V uses approximately 5 percent of the CPU. This processing power is sufficient for a broad range of applications.

IV. MONITORING AND WARNING SYSTEM

Fig. 7 depicts a two-bus, parallel transmission line system. A PMCU performs protection and synchrophasor functions at each end of the transmission lines. An SVP is located at each bus. The SVP collects synchrophasor data from each PMCU and monitors the quality of the bus voltage measurements.

When the breakers are closed, the line voltages at each bus should agree in magnitude and phase. For example, at Bus L, SVP_L collects synchrophasor data from each PMCU and computes an alarm condition if the voltage difference or angle difference is greater than 1 percent for 10 seconds using the following logic:

\[ \Delta |V_{\text{Bus}_L}| > 1\% \] 10 s

\[ \Delta |\delta_{\text{Bus}_L}| > 1\% \] 10 s

Using a similar configuration at the remote bus, Bus R, SVP_R performs the same monitoring function. An advantage of the SVP system shown above is that two SVPs can exchange synchrophasor data. This capability allows for an additional measurement quality check at Bus L. Using line parameter information and voltage and current synchrophasor data from Bus R, we can calculate the voltage at Bus L using (1):

\[ V_{\text{Bus}_L} = V_{\text{Bus}_R} + Z \cdot I_{\text{Bus}_R} \]  (1)

With this result we can compare the calculated values with the measured values. Using similar logic to that described above, an alarm can be generated for an out-of-tolerance deviation. What is interesting is a new ability (not possible before synchrophasors) to provide various overlapping checks, using the SVP, to notify operators of potential problems.

V. REMEDIAL ACTION SCHEME (RAS)

Compare a traditionally implemented RAS system and one implemented using an SVP approach. Assume that in both cases the line relays can transmit synchrophasor information and receive digital control commands, i.e., they are PMCU.

The system under consideration consists of three 345 kV and two 230 kV transmission lines, four generators, and various switches and circuit breakers. Fig. 9 shows the one-line diagram of the system.

The RAS takes action for an event that causes system instability e.g., loss of one or more lines by dropping generation. To avoid system instability, the generation must be dropped within five cycles of an event that could cause instability. The timing budget for removing generation is as follows:

- One cycle for RAS controller detection and decision
- One cycle for the breaker relay output detection time
- Three cycles for the breaker operation clearing time
For security/reliability purposes a triple-double redundant RAS was developed with a two out of three voting scheme.

A. Traditional RAS Scheme Implementation

Traditional relays monitor each transmission. In an abnormal condition, the relay asserts a contact that is monitored by three separate I/O modules. Each I/O module passes the status to its respective logic processor. Each logic processor calculates which generator to shed. The logic processors then transfer their decision to the other logic processors. The logic processors compare the received decisions with their own. If two of the three decisions are to trip, a trip command is issued through the I/O modules to the generator relays. Fig. 10 shows the timing diagram of these events. Included are the relay detection time and relay assertion output time. The system consists of approximately 73 individual pieces of equipment, including I/O modules and logic processors.

B. SVP Implementation

Because we are using synchrophasors, we can take analog quantities directly from the relays instead of the post-processed trip outputs from the relays. For our SVP RAS implementation, the relays forward synchrophasor data, and the SVP determines if there is a loss of load, over-power, etc. For the SVP RAS scheme, we have the following timing allocations:

- One cycle for the SVP RAS controller detection and decision
- One-quarter cycle to trip the PMCU
- Three cycles for the breaker operation clearing time

The net result is implementing an SVP solution and using high-speed communications tripping can save three quarters of a cycle.

Fig. 11 shows the SVP RAS clearing timing and Fig. 12 shows a lab test configuration.

Table I

<table>
<thead>
<tr>
<th></th>
<th>Traditional RAS</th>
<th>SVP RAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic Processors</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>I/O Modules</td>
<td>66</td>
<td>0</td>
</tr>
<tr>
<td>SVPs</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Ethernet Switches</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Wiring</td>
<td>730 wires/cables</td>
<td>30 cables</td>
</tr>
<tr>
<td>Power</td>
<td>470 W</td>
<td>210 W</td>
</tr>
<tr>
<td>Operate Time</td>
<td>5 Cycles</td>
<td>4.25 Cycles</td>
</tr>
<tr>
<td>Equipment Price</td>
<td>$144,000</td>
<td>$102,000</td>
</tr>
<tr>
<td>Installation and</td>
<td>$21,000</td>
<td>$8,000</td>
</tr>
<tr>
<td>Check-out Price</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>$165,000</td>
<td>$110,000</td>
</tr>
</tbody>
</table>
VI. REAL-TIME VOLTAGE STABILITY


Equations (2), (3), and (4) directly calculate the theoretical maximum transferable power (P, Q, and S) from the source to the load of a radial network.

\[ P_{\text{max}} = \frac{QR}{X} \left( \frac{V_s^2}{2X^2} + \frac{|Z_L|V_s\sqrt{\frac{V_s^2}{2}-4QR}}{2X^2} \right) \]  
\[ Q_{\text{max}} = \frac{PR}{R} \left( \frac{V_s^2}{2R^2} + \frac{|Z_L|V_s\sqrt{\frac{V_s^2}{2}-4PR}}{2R^2} \right) \]  
\[ S_{\text{max}} = \frac{V_s^2}{2} \left[ |Z_L| - \left( \frac{\sin(\theta)X + \cos(\theta)R}{2\cos(\theta)X - \sin(\theta)R} \right)^2 \right] \]  

With the calculated \( P_{\text{max}}, Q_{\text{max}}, \) and \( S_{\text{max}}, \) three load margins (\( P_{\text{margin}}, Q_{\text{margin}}, \) and \( S_{\text{margin}} \)) can be readily calculated with (5)–(7), respectively. The VSI is derived by taking the minimum of the ratios of the margins to maximum powers (8).

\[ P_{\text{margin}} = P_{\text{max}} - P \]  
\[ Q_{\text{margin}} = Q_{\text{max}} - Q \]  
\[ S_{\text{margin}} = S_{\text{max}} - S \]  
\[ \text{VSI} = \min \left( \frac{P_{\text{margin}}}{P_{\text{max}}}, \frac{Q_{\text{margin}}}{Q_{\text{max}}}, \frac{S_{\text{margin}}}{S_{\text{max}}} \right) \]  

For meshed transmission networks, researchers have developed several methods, like the REI network equivalent method [11], to quickly approximate the electrical distance from generation sources to individual loads by knowing the status of the power system and, therefore, allowing estimation of the maximum loading condition for the corresponding load bus.

Synchrophasor technology provides the status of the power system at a much faster rate than traditional power system state estimators or other similar measurement systems such as SCADA. The SVP can receive, process, and notify operators of voltage instability conditions within local areas as well as large areas. Further, the result of voltage stability assessment calculations can be directly incorporated into remedial action schemes to improve power system security.

VII. POWER SYSTEM STATE DETERMINATION

To provide reliable power, utilities perform power system security analysis. The state of the power system must be determined. Schwepppe [12], [13], [14] introduced state estimation, which has developed into a highly-refined science. Reference [15] is a relatively recent book on state estimation.

The condition of the power system can be determined if the model of the network and the phasor voltages at all buses are known. To see this, consider the matrix equation:

\[ I = Y V, \]

where:

\( I \) is a vector of the branch current phasors
\( V \) is the vector of bus voltage phasors and
\( Y \) is the bus admittance matrix.

If we know \( Y \) and \( V \), then we can calculate the currents. Once we know the currents, we can calculate watts, vars, losses, etc.

Unfortunately, SCADA does not provide voltage PHASORS (just voltage MAGNITUDEs); there are measurement errors; there are inaccuracies in the system parameters that go into \( Y \); and communications errors can lead to missing analog measurements and to errors in constructing \( Y \). To further add to the challenge of estimating the state, the SCADA measurements available are not taken simultaneously. Instead, they are taken over a period of a few seconds, leading to the possibility that the data really come from more than one system. For example, if half the measurements are received and then a breaker operates, we have a new system, and the next half of the measurements are from a different physical system.

SCADA measurements of voltage magnitudes, watt and var flows on lines, load measurements, generator outputs, the status of breakers and switches, the position of tap changers, and the physical parameters of lines, transformers, and capacitor banks are the inputs to the state-estimation process. Current magnitudes are used to some degree but cannot be relied upon because there can be two power-flow solutions, only one of which corresponds to reality.

The state estimator then performs the following functions:

- **Topology Processor.** Gathers status data about the circuit breakers and switches, and configures the one-line diagrams of the system.
- **Observability Analysis.** Determines if a state estimation solution for the entire system can be obtained using available data.
- **State Estimation Solution.** Determines the optimal estimate of the complex voltages at all the buses. Weighted least squares methods are typical.
- **Bad Data Processing.** Detects the existence of gross errors in the measurement set.
- **Parameter and Structural Error Processing.** Estimates various network parameters, such as transmission line model parameters, tap changing transformer parameters, and shunt capacitor or reactor parameters. Detects structural errors in the network configuration and identifies the erroneous breaker status, provided there is enough measurement redundancy.

When the system is in steady state, the measured quantities are constant with the gathering window; thus, the time skew between measurements does not introduce errors. The location of each measurement is chosen so that there are enough data to estimate the voltage magnitudes and angles at all buses with respect to an angle reference [16].

Traditional state estimators can fail to converge if, for example, the system state is changing faster than the SCADA scan rate or when critical data are missing because of communications channel failures, etc. When the power system state is changing quickly, measurements taken in a single SCADA scan are inconsistent. The inconsistencies between any two analog measurements are proportional to the time difference between the measurements and the rate at which the states are
changing. Additionally, rapid changes in system states are often caused by changes in the topology of the system like a fault, transformer tap change, switch operation, etc. When topology changes are undetected or happen during the SCADA data polling, the estimation is likely to fail because state estimation is quite dependent on the bus-admittance matrix.

Let's revisit our matrix equation \( I = YV \) and the objective of determining the system state, with synchronous phasor measurements in mind:

1. Synchronous phasor measurements are taken at precisely controlled instants of time, eliminating the time-skew source of errors mentioned earlier.
2. We measure the magnitude and the angle of voltage, so the angle need not be estimated.
3. We measure the magnitude and the angle of current.
4. We measure contact status to the millisecond or better, greatly reducing errors in building the bus admittance matrix.
5. Because we are directly measuring the voltage and current phasors, we can directly compute watt and var flows at the substation or at the master, and associate those calculations with a precise moment in time.
6. There is some redundancy in measurements at the substation. We can use this redundancy to refine locally-derived measurements, such as average voltages, and to find measurement errors locally, and avoid sending them up the chain of command.

Because PMCU measurements are synchrophasors with respect to a global angle reference, the number of critical measurements is less than the state estimator using traditional SCADA measurements. Having direct angle measurements from the PMCUs diminishes the amount of error introduced by inaccuracies in network parameters. For example, consider the three-bus power system shown in Fig. 13. If PMCU data are available from each bus, the state is known immediately. It is the complex voltage at each of the three buses, i.e., three magnitudes and three angles. If, on the other hand, traditional SCADA data are available from the same three buses, only the three voltage magnitudes are measured directly. The three voltage angles have to be calculated using voltage magnitudes, real power measurements, reactive power measurements, line parameters, breaker states, and an angle reference. Fig. 13 shows SCADA measurements used to calculate the voltage angles; however, the quality of the results depends largely on the quality of the network parameters, which are not always accurate. PMCU measurements provide more direct and more accurate information than traditional SCADA measurements because PMCU measurements do not depend on network parameters.

Reference [17] suggests the use of a SuperCalibrator that:
(a) performs state estimation on each subsystem using all available data from SCADA, relays, PMUs, meters, etc. and a three-phase breaker-oriented, instrumentation inclusive model,
(b) performs bad data identification and rejection as well as topology error identification on each subsystem,
(c) performs alarm processing on each subsystem to identify root cause events, and
(d) resolves problems for the overlapping parts of the subsystems (state estimation coordination).

The SVP at the substation level can estimate the best voltage, current, and angle measurements of that substation because of the redundant measurement nature of the PMCUs that are monitoring various points within a substation. These estimations can then be forwarded to the state estimator.

Synchrophasor measurements make irrelevant the need for watt and var measurements to determine phase information. Synchrophasor current and voltage measurements, with precision timestamps, directly relate to the phase of the power system with respect to voltage and current measurements. Further, the voltage, currents, and respective phase angles can be used to derive real, imaginary, and apparent power. The SVP collects the various voltage and current measurements and derives phase relations as linear calculations instead of solutions to nonlinear equations that may have multiple solutions.

A traditional state estimator relies on receiving correct data in a timely manner from a single source at each location within a power system. Recall that if incorrect or missing data occur within a calculation period, the state estimator will not converge. An SVP system can be configured to minimize these limitations. Consider the simple three-bus network in Fig. 14. We place an SVP at each bus. The first function of the SVPs is to collect voltage, current, associated phase angles, and bus topologies required for the state estimator. Further, each SVP is configured to exchange synchrophasor information with adjacent SVPs. This redundancy provides backup communications paths to the state estimator in the event that the primary communications link becomes disabled.
Using a distributed, subarea state estimation approach can detect topology errors sooner in the estimation process, shortening the actual state estimation process.

The SVP provides local logic to make intelligent topology estimations. For example, if a switch status is indicating “open” but current is measured flowing through the associated branch, then the topology information is in error. For this case the SVP would modify the digital topology data to indicate that the switch is closed. This local activity directly reduces the work required to estimate the entire wide-area state, and also reduces the risks of nonconvergence.

VIII. OTHER APPLICATIONS

- **Automatic Synchronizing System for One or More Generators.** Bring synchronous phasor measurements together from one or more machines and buses into an SVP. Program the SVP to check and control synchronism in a coordinated way. Calculate watt and var flows, control governors, and exciters to balance the plant.
- **Control and Monitoring of Phase-Shifting Transformers.** Directly measure the phase shift on each phase and compare to the set point.
- **Backup Bus Protection.** Add currents vectorially to create backup bus zones.
- **Voltage-Stability Assessment System.** Measure angles between transmission bus and distribution buses to observe stability margins. Alarm or shed load if needed.
- **Determine the Voltage Phasors at Remote Buses.** Consider a distribution bus, with multiple feeders and voltage regulators. Estimate the voltages at remote buses, possibly at key customers, by compensating the bus voltage with the regulator settings and impedances, and then by calculating the voltage drops along the feeders.
- **Power System Service Recorders.** Bring synchrophasor measurements of currents and voltages into an SVP once per second, format them, and send them to a mass storage device. This provides a permanent record of service at each station and substation.
- **Synchrophasor Negative-Sequence Current Differential Element.** Use the synchrophasor-based negative-sequence differential element for transmission line backup protection. This element provides very high fault resistance coverage with balanced and unbalanced prefault conditions. This element has successfully detected faults with more than 800 ohms of fault resistance [18].
- **Power Swing Detection.** Implement a power swing detection algorithm using the angle difference between two power system areas to calculate slip frequency and acceleration to detect unstable operating conditions. The SVP calculates the angle difference and acceleration using positive-sequence voltage synchrophasors [18].
IX. CONCLUSIONS

Now that synchronous phasor measurements are broadly available from protective relays and meters, it is time to put them to work to improve our power systems. The Synchrophasor Vector Processor makes real-time applications practical. Synchrophasor measurements are available at high speeds via C37.118, and medium speeds (still real time) via IEC 61850, DNP3, and Fast Meter protocols. The SVP can perform calculations on these data for refining measurements for SCADA and the existing state estimator, detecting instrument transformer problems, anticipating voltage collapse, measuring critical angles, and virtually any application involving vector mathematics. The SVP can close the loop, effecting control via the programmable outputs in the relays and meters or using independent control devices.

Direct state measurement is now practical because of the widespread availability of synchronous phasor measurements. The SVP plays a role in direct state measurement and can actually reduce the amount of information communicated to the master station. The SVP can average the voltage readings from a number of sensors, preparing one optimal measurement to send to the master. Using simple linear calculations at nearby stations or at the master, the SVP can also estimate voltage phasors at buses that do not have local synchronous phasor measurements. With synchronous measurements, we can actually communicate less information to the master to have the same level of knowledge of the state of the power system.

Finally, we have shown that practical and economically important solutions can be built today, frequently using relays and meters already installed.
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XI. APPENDIX A. SYNCHRONOUS PHASOR MEASUREMENT COMMUNICATIONS METHODS AND THEIR PERFORMANCE

- **IEEE C37.118.** This open standard describes how to measure and format synchronized phasor measurements in power systems. It addresses the definition of a synchronized phasor, microsecond time synchronization, application of timetags, method to verify measurement compliance with the standard, and message formats generated by PMCs to PDCs. C37.118 does not specify a preferred physical layer e.g., Ethernet or serial. Presently C37.118 specifies data rates up to thirty messages per second. These messages are continually sent from the PMCU. C37.118 does not specify a method for issuing control commands to a PMCU, i.e., a specific message format sent from a PDC/SVP to a PMCU. However, there are user-defined bits within a configuration field that may be used, e.g., a trip command may be sent in a PDC to PMCU command message. This is a vendor-specific solution.

- **Fast Message (FM).** This proprietary standard is capable of both sending and receiving data in a master-slave network configuration. FM may operate over serial or Ethernet communications links. The FM protocol does NOT include timestamp information. Typical analog data from a PMCU using FM are on the order of 300 milliseconds. Typical control commands received by a PMCU using FM are executed within eight milliseconds.

- **IEC 61850.** This open standard consists of various protocols. IEC 61850 GOOSE allows for both analog and digital peer-to-peer data exchange. The communications link is Ethernet based. The standard does include timetags associated with messages. The timetag accuracy is on the order of milliseconds. Messages may be exchanged asynchronously and testing has shown that processing of digital data is on the order of eight to twelve milliseconds.

- **DNP3.** This open standard is capable of both sending and receiving data in a master-slave network configuration (except intermaster station communications). DNP3 may operate over serial or Ethernet communications links. The standard does include timetags associated with messages. The timetag accuracy is on the order of milliseconds. Messages may be exchanged asynchronously (a function of the polling/response rate). Processing throughput rates are vendor-dependent but can be as fast as twenty milliseconds.

- **Modbus.** This open standard is capable of both sending and receiving data in a master-slave network configuration. Modbus may operate over serial or Ethernet communications links. The standard does NOT include timetags associated with messages. The timetag accuracy is on the order of milliseconds. Messages may be exchanged asynchronously (a function of the polling/response rate). Processing throughput rates is vendor-dependent but can be in the eight millisecond range.

Table II summarizes SVP communications protocols performance parameters.

<table>
<thead>
<tr>
<th>SVP Protocol</th>
<th>Performance Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IEEE C37.118</strong></td>
<td>Ethernet or Serial</td>
</tr>
<tr>
<td><strong>FM Synchrophasor</strong></td>
<td>Ethernet or Serial</td>
</tr>
<tr>
<td><strong>FM</strong></td>
<td>Ethernet or Serial</td>
</tr>
<tr>
<td><strong>IEC 61850</strong></td>
<td>Ethernet</td>
</tr>
<tr>
<td><strong>DNP</strong></td>
<td>Ethernet or Serial</td>
</tr>
<tr>
<td><strong>Modbus</strong></td>
<td>Ethernet or Serial</td>
</tr>
</tbody>
</table>

* Not specifically defined by standard, however, methods can be devised to use control fields in a nonstandard fashion to achieve limited data reception.
XII. APPENDIX B. COMMUNICATIONS AND CONTROL CAPABILITIES OF SYNCHROPHASOR DEVICES

Presently there are various types of PMUs available, those that monitor and others that monitor and control. Monitoring PMUs consist of stand-alone PMUs, digital fault recorders with synchrophasor capabilities, and similar devices. Monitoring PMUs generally lack the capability to trip/close a breaker.

Control PMUs, or PMCU’s, consist of relays, meters, and other similar devices. Control PMUs have these advantages over monitoring PMUs:

- Wide distribution throughout a power system.
- Monitor voltages, currents, breaker status, switch status, etc. There is no need for more equipment.
- Digital I/O designed to interface with primary equipment in substations.
- Substation hardened, i.e., designed and tested to C37 and IEC electrical and environmental standards.

Using a control PMCU with an SVP provides a reliable, cost effective way to use synchrophasors in wide-area control schemes.
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